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Abstract

Proteins are one of the most important molecules that govern the cellular pro-

cesses in organisms. Various functions of the proteins are of paramount importance

to understand the basics of life. Several supervised learning approaches are applied

to this field to predict the functionality of proteins. In this thesis, we propose a

convolutional neural network based approach protconv to predict the functionality

of proteins by converting the amino-acid sequences to a two dimensional image. We

have used a protein embedding technique using transfer learning to generate the

feature vector. Feature vector is then converted into a square sized single channel

image to be fed into a convolutional network. The neural network architecture used

here is a combination of convolutional filters and average pooling layers followed by

dense fully connected layers to predict a binary function. We have performed ex-

periments on standard benchmark datasets taken from two very important protein

function prediction task: proinflammatory cytokines and anticancer peptides. Our

experiments shows that the proposed method, ProtConv achieves state-of-the-art

performances on both of the datasets.
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Chapter 1

Introduction

Cancer is one of the most lethal diseases, accounting for millions of deaths globally

each year. Traditional chemotherapy is the primary cancer treatment technique

at the moment. It has bad impact on good cells also. Anticancer peptides offer

a promising new avenue for cancer treatment, as well as a number of appealing

advantages. In this chapter, we introduce our project. In Section 1.1, the project

overview is presented. In Section 1.2, we present the motivation of solving the

problem using our method.

1.1 Problem Statement

In the case of protein function prediction, the tasks are often prediction their various

properties like DNA binding [8], anticancer [9], secondary or tertiary structures [10],

different types of post-translational modifications [6], subcellular localizations [5],

etc. Different representations are used in the vast literature for the vectorization

of the protein sequences with help of sequence based, physico-chemical, evolution-

ary and structural features.Recent developments in deep learning has enabled the

researchers to apply knowledge from other domains into this area as well. However,

one of the major bottlenecks here is the lack of a large dataset required to avoid

overfitting. However, a few approaches have been their to use transfer learning from

pre-trained models using generic prediction tasks [11, 12]. In a recent work, it has

been found that DNA sequences converted into two dimensional images could be

fed into convolutional networks [13]. Such conversion strengthens the classification

methods by enabling use of computer vision based techniques. However, it also

depends on the transformation technique applied to represent the basic sequence.

1



1.2. Motivation Chapter 1. Introduction

1.2 Motivation

Systems biology is a quickly growing field driven by the omics age and fresh tech-

nological developments that have enhanced information accuracy that can be estab-

lished. Concentrated on easy single cell organisms like bacteria contributes to their

tractability and implies the quickly maturing science of systems microbiology.

In the other hand, peptides play an dominant role in cancer formation, Unlike other

therapies, peptides show superiority due to their specificity. Peptides which have

anti tumor activity are called anticancer peptides.

All blood cells and other cells that aid the body’s immunological and inflammatory

responses are affected by cytokines. They also aid anti-cancer activities by trans-

mitting signals that cause aberrant cells to expire while normal cells live longer.

Inflammatory peptides are molecules that plays a very important role in signaling

the immune system against the pathogens. Regulation of inflammatory cytokines

are often key to treat inflammatory diseases [1]. Computational methods have been

recently proposed to reduce the cost and time needed in laboratory methods to

identify pro-inflammatory peptides. ProInflam was proposed in [2] by Gupta et al.

using Support Vector Machine Classifier and sequence based features. Manavalan

et al. proposed PIP-EL [3]. In their work, they have also utilized several sequence

based features.

Proteins are the most important and adaptable macromolecules in life, and under-

standing their roles is important for developing novel medications, improved crops,

and even synthetic biochemicals. However, there hasn’t been much research into pro-

tein function prediction, which could open up a whole new field of biomedicine. On

the other hand computational biology is focused with finding answers to problems

that have arisen as a result of bioinformatics research. It is important in scientific

study, such as the simulation of protein folding, mobility, and interaction to see how

proteins interact with one another. [4]

1.3 Objectives

Based on our observations of other thesis work, we believe that the accuracy of the

other predictors can be improved, and that better tools for scientists can be devel-

oped. Also we didn’t find enough work on Proinflammatory Cytokines, So we also

want to if we can use this in future work.

2



1.4. Methodology Chapter 1. Introduction

So here is the objectives we want to cover in this thesis work:

1. To develop a new methodology for protein function prediction.

2. To test and validate the method with two different data set and open an area

for future research.

1.4 Methodology

We will use transfer learning in our model as main method. Transfer learning has

several advantages, but the major ones are that it saves training time, improves

neural network performance (in most cases), and does not require a large amount

of data. We will discuss the details in the following chapter.

In our thesis we will use convolutional neural network to test and validate the data.

The important benefit of CNN over its predecessors is that it automatically discovers

essential features without any user intercession. The brief discussion of details will

be in the following chapter.

We chose two protein function prediction tasks: pro-inflammatory peptide prediction

and anticancer peptide prediction. Both topics are described in the literature as

binary classification problems, and a number of supervised learning methods have

been used to solve them. In the following chapter, we briefly describe the problems

and related datasets, as well as provide a glimpse of the state-of-the-art literature

for both problems.

1.5 Project Outcome

In this paper, we present ProtConv, a convolutional neural network based protein

function prediction method. We propose to convert the vector representation of

the protein or peptide sequence into a two dimensional image with a single channel

which is fed into the convolutional neural network. The convolutional neural network

architecture that we use in ProtConv is a simple one inspired from Lenet-5 [5]. We

have used TAPE [6] embeddings and pre-trained models to convert the protein

or peptide sequence to a vector representation. The framework is simple and yet

extendable. Any feature representation and network architecture can replace these

proposed ones. We have tested the performance of the proposed method on two

very important prediction tasks: identification of proinflammatory peptides and

anticancer peptides. Both of the problems ProtConv were trained using standard

benchmark datasets and the performance was evaluated on the independent test

3



1.6. Organization of the report Chapter 1. Introduction

sets. On both of these prediction tasks, ProtConv achieves improved results than

the state-ofthe-art methods and thus shows the effectiveness of the proposed method.

1.6 Organization of the report

The report is divided into 5 chapters. We are now in Chapter 1 which contains

Declaration, Certificate, Abstract, Acknowledgments, the Table of Contents and In-

troduction. Other chapters are designed as follows:

Chapter 2 provides brief idea about background works related to the work that

inspired me to work with this topic.

Chapter 3 describes the environment we would like to explore, the datasets, fea-

ture description. Finally the CNN architecture that gives the best result on the

dataset we prepare.

Chapter 4 shows the result we got from our experiments and finally the result we

want to stop for the time being.

Chapter 5 presents the conclusions, summaries the thesis contributions, and dis-

cusses the future works.

4



Chapter 2

Background

In recent years, there has been a great deal of interest in the use of therapeutic

peptides in cancer therapy. The current research addresses the creation of compu-

tational models for predicting and discovering novel anticancer peptides. In this

chapter, we will explore the approaches and processes that have been used in recent

years.

2.1 Biological Preliminaries

Here are some biological preliminaries which will be needed to understand the chap-

ter.

2.1.1 DNA

DNA stands for deoxyribonucleic acid, which is the transporter of genetic instruc-

tions within a cell. It calls “Hereditary Materials” means the information passed

on to the next generation. Nucleotides are the basic building blocks of DNA. Phos-

phate, sugar, and nitrogen bases are all present in each nucleotide. Adenine (A),

thymine (T), guanine (G), and cytosine (C) are four forms of nitrogen bases (C).

DNA is considered as the “blue print” of the cells. All living things have DNA in

their cells. Children inherit their DNA from their parents. This is why children have

similar skin, hair, and eye colors to their parents. A person’s DNA is made up of

a mixture of their parent’s DNA. A molecule of DNA contains two chains that are

folded up each other which a bit like a ladder that has been twisted several times

[7][8].

5



2.1. Biological Preliminaries Chapter 2. Background

Figure 2.1: Structure of DNA

2.1.2 RNA

Ribonucleic acid or RNA is one of the three main biological macro molecules that

are important for all known life forms (along with DNA and proteins) [9]. Adenine,

cytosine, uracil, and guanine are the four nitrogenous bases of RNA. The pyrimidine

uracil is structurally identical to the pyrimidine thymine, which is also found in

DNA. Uracil(like thymine) can base-pair with adenine. RNA is used by the cell for

a variety of purposes, one of which is messenger RNA, or mRNA. The major task

of mRNA is to carry the genetic code require for the formation of proteins from the

nucleus to the ribosome. Another form of RNA is tRNA or transfer RNA which

carries amino acid to the translation site. RNA can also act as enzymes [10][11].

Figure 2.2: Structure of RNA

6



2.1. Biological Preliminaries Chapter 2. Background

2.1.3 Gene

The physical and functional unit of heredity is the gene. DNA is used to make genes.

Some genes serve as blueprints for creating protein-like molecules. Many genes, on

the other hand, don’t produce proteins. Genes range in size from a few hundred

to over 2 million DNA bases in humans. Humans have between 20,000 and 25,000

genes, according to the Human Genome Project, an international research project

aimed at determining the sequence of the human genome and identifying the genes

it contains.

Each individual is born with two copies of each gene, one from each parent. The

majority of genes are identical in all humans, but a small number of genes (less

than 1% of the total) vary slightly. Alleles are variants of the same gene with

minor variations in DNA base sequence. These minor variations contribute to the

individuality of each person’s physical features.

2.1.4 Amino-Acid

Amino acid, any of a class of organic compounds composed of a basic amino group

(-NH2), an acidic carboxyl group (-COOH), and a unique organic R group (or side

chain) for each amino acid. The phrase amino acid refers to the carboxylic acid

(α-amino).

Figure 2.3: Peptide Bond of Amino Acid

Each molecule has a core carbon (C) atom, referred to as the α-carbon, to which

an amino and a carboxyl group are linked. A hydrogen (H) atom and the R group

usually satisfy the remaining two bonds of the α-carbon atom. [12]

Here are some essential amino acids used in protein formation.

7



2.1. Biological Preliminaries Chapter 2. Background

Abbreviation Name Side-Chain pKa
A ala Alanine Hydrophobic
C cys Cysteine Hydrophobic 8.5
D asp Aspartic Acid Negative 4.4
E glu Glutamic Acid Negative 4.4
F phe Phenylalanine Hydrophobic
G gly Glycine Hydrophobic
H his Histidine Positive 6.5
I ile Isoleucine Hydrophobic

K lys Lysine Positive 10.0
L leu Leucine Hydrophobic

M met Methionine Hydrophobic
N asn Asparagine Polar
P pro Proline Hydrophobic
Q gln Glutamine Polar
R arg Arginine Positive 12.0
S ser Serine Polar
T thr Threonine Polar
W trp Tryptophan Hydrophobic
Y tyr Tyrosine Polar 10.0
V val Valine Hydrophobic

Table 2.1: Important amino acid list.

8



2.1. Biological Preliminaries Chapter 2. Background

2.1.5 Protein and Peptides

Protein and peptides are elementary portion of cells that carry out important bi-

ological tasks. Peptides are tied-up chain of amino acids which are held together

by peptide bonds. Functionally, proteins and peptides are very similar. The basic

distinguishing facts are size and structure. Peptides are smaller than proteins [13].

Traditionally, proteins are consist of 50 or more amino acid, whereas peptides are

defined as molecules that consist of between 2 and 50 amino acids [14].

2.1.6 Central Dogma of Biology

The central dogma is the process by which the instruction in DNA are converted into

a function product. It describes the two-step process, transcription and translation.

DNA contains the information needed to make all of our proteins and RNA is

a messenger that carries the information to the ribosomes. The ribosomes serve

as factories in the cell where the information is translated from a code into the

functional product. How it is works we can understand that from figure 2.5.

Figure 2.4: Central Dogma

2.1.7 Anticancer Peptides

The antimicrobial peptides which have anti tumor activity are called anticancer

peptides (ACPs). Anticancer peptides (ACPs) are generally short peptides with a

length of 10-50 amino acids, and have been widely explored over the years as one of

the most effective treatments for cancer. ACPs can reduce tumor cell proliferation

or migration, as well as the creation of tumor blood vessels, and are less effective to

control drug resistance. ACPs are the most promising anti-cancer agent due to the

aforementioned benefits [15]. ACPs show a wide range of cytotoxicity to different

9



2.2. Machine Learning Preliminaries Chapter 2. Background

cancer cells but not to normal cells; it is believed that the cancer-selective toxicity of

ACPs is closely linked to the electrostatic communication of ACPs with negatively

charged plasma membrane components of cancer cells [16].

2.1.8 Inflammatory Cytokines

An inflammatory cytokine or proinflammatory cytokine is a type of signaling molecule

that is secreted from immune cells like helper T cells and macrophages, and certain

other cell types that promote inflammation [17].

Inflammatory cytokines play a key role in the production of atherosclerotic plaque,

causing effects all along the atherosclerotic vessel. Importantly, independent of the

risk factor, e.g., diabetes, hypertension, or obesity, the development of atheroscle-

rotic lesions is defined by a disruption in normal endothelial cell activity [18].

2.2 Machine Learning Preliminaries

In this section we have discuss some machine learning approaches which generally

used to build various model to find protein function.

2.2.1 Supervised Learning

Supervised learning is a sort of machine learning in which machines are trained

using well-labeled training data and then predict the output based on that data.

There are several advanced machine learning approaches, such as Support-vector

machines, Linear regression, Logistic regression, Linear discriminant analysis, Naive

Bayes, Decision trees, Neural networks etc. We have used some of them which we

have describe below:

Support Vector Machine

Most of the identification or prediction tasks are modelled as supervised learning

problem. Support Vector Machine (SVM) is an algorithm for supervised machine

learning that can be used for supervised challenges with classification or regression.

SVM models have been developed using amino acid composition, dipeptide compo-

sition and binary profiles as input features on both practical datasets and balanced

datasets [19].

The use of therapeutic peptides in cancer treatment has gained significant atten-

tion in recent years. Present study describes the creation of computational models

for the prediction and detection of novel anticancer peptides.[20] Two methods were

10
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built in the present study to predict these peptides using the support vector machine

(SVM) as a strong algorithm for machine learning. Classifiers were used on the basis

of the definition of the pseudo-amino acid composition of Chou (PseAAC) and the

local alignment kernel.The results show that 89.7 percent and 92.68 percent, respec-

tively, are the precision and specificity of the local alignment kernel-based process.

PseAAC-based system accuracy and specificity are 83.82% and 85.36% , respec-

tively. Out of 22 peptides of the p24 protein, 4 peptides are anticancer and 18 are

non-anticancer through computational review. It is evident in the Ames test results

that anticancer peptides are not mutagenic. The results therefore show that the

mentioned methods of computation are useful for identifying potential anticancer

peptides that are worthy of further experimental validation.[21]

Locally Deep Support Vector Machine

Locally deep support vector machine is a well-researched class of supervised learning

techniques. This unique implementation is appropriate based on either continuous or

categorical variables, for the prediction of two possible effects. To construct a model

based on the Support Vector Machine Algorithm, the Two-Class Support Vector

Machine is used. To predict two potential outcomes that depend on continuous

or categorical predictor variables, the classifier initialized by this module is useful

[22]. This model is a supervised method of learning and thus involves a dataset that

includes a column that has been labelled. By offering the model and the tagged

dataset as an input to Train Model or Tune Model Hyper parameters, you can train

the model. For the new input cases, the trained model will then be used to predict

values.

Decision Forest Tree

We also tested a Decision Forest technique, which mixes numerous Decision Tree

models. A unique set of descriptors is used to create each Decision Tree model.

When similar predictive performance measures are integrated using the Decision For-

est approach, quality is consistently and considerably enhanced in both the training

and testing processes when compared to the individual models [23].

Artificial Neural Network

Another machine learning algorithm that can be supervised or unsupervised is the

neural network or artificial neuron network (ANN). Two Class Neural Network is

a supervised version. This method’s work flow and structure are inspired by bio-

11



2.2. Machine Learning Preliminaries Chapter 2. Background

logical neural networks. Two Class Neural Networks are made up of two or more

interconnected layers. The first layer is known as the input layer, and the last layer

is known as the output layer. We can add multiple hidden layers between these two

layers.

The value of the output layer is determined at each node of the hidden layers in

order to compute the output. The weighted total of the values from the previous

layer is used to calculate t his value. To determine the weighted total, an activation

function is also used.

Features

However, we implemented Transfer learning in CNN to predict protein function;

traditionally, protein function prediction was performed via feature extraction and

feature selection. G-Gap and N-Gram are two of the most commonly used feature

extraction techniques.

G-Gap

An significant concept for understanding generalization is the generalization gap.

The difference between the performance of a model on training data and its perfor-

mance on unseen data from the same distribution is commonly known as g-gap [24].

N-Gram

An n-gram is a contiguous sequence of n items from a given sample of text or speech

in the fields of computational linguistics and probability. According to the appli-

cation, the components may be phonemes, syllables, letters, words or base pairs.

Usually, n-grams are gathered from a corpus of text or speech. When the things are

words, shingles can also be called n-grams [25].

2.2.2 Convolutional Neural Network

A convolutional neural network is a subset of deep neural networks in deep learning,

most widely applied to visual imagery analysis. Convonutional neural networks are

very similar to traditional neural networks. They are made up of neurons which

have weights and prejudices that are learn able. Each neuron receives such inputs,

conducts a dot product, and with a non-linearity optionally follows it [26].

A convolution is the simple process of applying a filter to an input to produce an

activation. When the same filter is applied to an input multiple times, a feature

map is created, showing the locations and strength of a detected feature in an input,

such as an image [27] [5] [1].

The capability of convolutional neural networks to acquire a large number of filters

12



2.2. Machine Learning Preliminaries Chapter 2. Background

Figure 2.5: Convolutional Neural Network with Image Classification

in parallel unique to a training dataset under the conditions of a particular predictive

modeling problem, such as image classification, is their unique feature. As a result,

highly specific features appear on input images that can be found anywhere [28].

We also used Kernal in CNN. The kernel in a convolutional neural network is nothing

more than a filter that extracts features from images. The kernel is a matrix that

passes over the input data, operates a dot product with a sub-region of the input

data, and outputs a matrix of dot products. The stride value pushes the kernel on

the input data. If the stride value is 2, the kernel pushes the input matrix by two

columns of pixels. In a nutshell, the kernel is used to extract high-level features

from an image, such as edges [29] [30].

Convolutional neural networks (CNNs) consist of alternating convolutional layers

and pooling layers.Another part of a CNN is the pooling layer.Its aim is to gradually

shrink the representation’s spatial size in order to reduce the number of parameters

and computations in the network. Each function map is handled separately by the

pooling layer [31] [32].

Pooling can be categorized into two kinds: maximum and average. A window passes

over the input matrix in max pooling and generates a matrix with the windows’

maximum values.Average pooling is similar to max pooling, but instead of using the

maximum value, it uses the average value. The stride value defines how the window

moves. If the stride value is 2, the window in the matrix shifts 2 columns to the

right after each operation. In a nutshell, the pooling technique reduces the amount

of computing power needed to analyze the data [33] [34] [35].

2.2.3 Transfer Learning

Transfer learning is an approach to machine learning. In the field of transfer learning,

knowledge of an already trained machine learning model is applied to a separate but

related problem [36]. The general idea is to use the information that the model has

learned from a task with a lot of accessible, labeled training data in a new task
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that does not have much data. It uses pre-training and fine-tuning to learn how to

customize an existing model [22].

In machine learning, neural networks typically aim to detect edges in the first layer,

forms in the middle layer, and task-specific properties in the latter layers. The early

and middle layers are utilised in transfer learning, and only the latter layers are

retrained. It aids in utilizing the labeled data from the task on which it was initially

trained.

2.3 Literature Review

Our literature review is divided into three areas. To begin, we’ll go through the

machine learning method we utilized and where it was previously employed.Then

we’ll go over the two data sets we used: anticancer peptides and proinflammatory

cytokines.

2.3.1 Transfer Learning

Stevo Bozinovski and Ante Fulgosi published a paper in 1976 that addressed transfer

learning in neural network training directly. A mathematical and geometrical model

of transfer learning is presented in this paper [37]. A paper on the use of transfer

learning to train a neural network on a dataset of images representing letters on

computer terminals was published in 1981. Both positive and negative transfer

learning were demonstrated in the lab. Lorien Pratt proposed the discriminability-

based transfer (DBT) method in a paper on transfer in machine learning released

in 1993 [38].

Machine learning and data mining have various applications in biological domains,

where we are trying to develop predictive models using labeled training data. In

practice, however, high-quality labeled data is limited, and labeling fresh data is

expensive. Transfer and multitask learning are appealing alternatives because they

allow usable knowledge to be extracted and transferred from data in auxiliary do-

mains, which helps to overcome the target domain’s shortage of data problem [39]

[40] [41].

2.3.2 Anticancer Peptides

Previously Atul Tyagi, Pallavi Kapoor, in silico model [20], have gained the ability

to develop in silico methodologies for the prediction and design of ACPs. Support

vector machine (SVM)-based models based on peptide properties such as amino acid
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composition, dipeptide composition, and binary profile pattern have been created.

Models that distinguish ACPs from AMPs have also been created. With MCC

and AUC values of 0.83 and 0.94, respectively, a binary profile-based SVM model

utilizing the NT10 dataset achieved maximum accuracy of 91.44 percent. To aid

the scientific community, AntiCP, a user-friendly website, has been built for the first

time to anticipate and construct highly efficacious ACPs [42] [43]. We introduced

ACP-DL, a deep learning long short-term memory (LSTM) neural network model

for predicting anticancer peptides.Peptide sequences are converted by a k-mer sparse

matrix of the reduced amino acid alphabet, which is a 2D matrix, and practically

complete sequence order and amino acid component information are preserved [44].

also compared the purposed ACP-DL with existing state-of-the-art machine-learning

models, for example SVM,Random Forest (RF), and Naive Bayes (NB), The 5-fold

cross-validation. The implementation of these three machine-learning models comes

from Scikit-learn. They have used ACP740 and ACP240 and got 89.4% and 90.0%

accuracy respectively [27] [45] [46] [47].

2.3.3 Inflammatory Cytokines

Osteoarthritis (OA) is associated with cartilage degeneration, subchondral bone re-

modeling, and synovial membrane inflammation, yet the origin and pathogenesis

of this devastating disease are unknown. Secreted inflammatory chemicals, such as

proinflammatory cytokines, are key mediators of the disrupted processes implicated

in OA pathogenesis [48] [49]. Aside from IL-1 and TNF, numerous additional cy-

tokines, including IL-6, IL-15, IL-17, IL-18, IL-21, leukemia inhibitory factor, and

IL-8 (a chemokine), have been demonstrated to be involved in OA and may be ther-

apeutically targeted [50] [51]. In another study, Serum samples were taken from 56

patients who had been diagnosed with rheumatoid arthritis for at least six months.

Patients with psoriatic arthritis (PsA) and ankylosing spondylitis (n = 21) as well

as healthy people (n = 19) had their cytokine profiles assessed. The Kruskal–Wallis

test with Dunn’s multiple comparison adjustment, linear correlation tests, signifi-

cance analysis of microarrays (SAM), and hierarchical clustering software were used

to analyze the data [52] [53] [54].

2.4 Summary

The use of therapeutic peptides in treatment of cancer has received a lot of attention

in recent years. The current paper highlights the creation of computational models

for the prediction and discovery of new anticancer peptides.Previously they have
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used some algorithms as like Amino Acid Composition, Dipeptide Composition, Bi-

nary Profile and N-terminal Approach and get 91.44% accuracy in the result[20].

There are some other papers where they have used some more complex algorithms

along with the previous one as like , Overlapping property, Twenty-One-Bit Fea-

tures, Composition-Transition-Distribution, G-gap dipeptide composition, Adaptive

skip dipeptide composition, 10-fold cross-validation etc [55] [56]. to get the result

and they have got 91% and 89% accuracy respectively. They got a decent result,

but it was a long and time-consuming process to use. In ProtConv, we employed

Tape Embedding and Transfer Learning, and our proposed model is quite simple.

Any feature representation and network architecture can be used instead of the

ones we proposed. In the performance test, ProtConv outperformed state-of-the-art

approaches.
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Chapter 3

Materials and Methods

We go over the methodology and outcomes in detail in this chapter. Also, there’s

the data set from a prior paper.

3.1 Overview

A system diagram of ProtConv is given in figure 3.1. Protein sequences from a

dataset is converted into a vector representation using transfer learning from pre-

trained models. After that, each of these vectors are fed into a padding and re-

shaping module to convert them into two dimensional square images. After that all

the training images are passed into a training model where a convolutional neural

network (CNN) is learned. The output is a trained CNN model which is then used

to validate the results on a independent test set of sent for production. Rest of this

chapter presents the necessary details of each of these steps.

Figure 3.1: Methodology of our project.

3.2 Description of Datasets

We have used two protein function prediction task. Proinflamatory Cytokines and

Anticancer peptide. The brief discussion of these datasets are given below :

17



3.2. Description of Datasets Chapter 3. Materials and Methods

3.2.1 Benchmark Dataset

To evaluate the performance of ProtConv we have selected two protein function

prediction task: proinflammatory and anticancer peptide prediction. Both of the

problems are presented in the literature as binary classification problem and a num-

ber of supervised learning algorithms have been deployed to address the problems.

In this section, we briefly introduce the problems and the related datasets with a

glimpse of the state-of-the-art literature of the related problems. A summary of the

datasets are given in Table 3.1

Problem type Positive Sample Negative Sample Total
Proinflamatory Cytokins train 607 1098 1705

test 134 156 290
Anticancer Peptides train 250 250 500

test 82 82 164

Table 3.1: Summary of the datasets used in this paper.

3.2.2 Proinflammatory peptides

Inflammatory peptides are molecules that plays a very important role in signaling

the immune system against the pathogens. Regulation of inflammatory cytokines are

often key to treat inflammatory diseases [1]. Computational methods have been re-

cently proposed to reduce the cost and time needed in laboratory methods to identify

proinflammatory peptides. ProInflam was proposed in [2] by Gupta et al. using Sup-

port Vector Machine Classifier and sequence based features. Manavalan et al. pro-

posed PIP-EL [3]. In their work, they also utilized several sequence based features.

The dataset that we use in this paper is curated from The immune epitope database

(IEDB) [[57], [58]]. It has been observed that the benchmark datasets used in the

previous studies might have some redundancies. To reduce that, CD-HIT [56] algo-

rithm was run to remove the sequences upto 60% similarity. The resulting dataset

was then split into 80%-20% ratio intro train and test datasets. These datasets were

originally curated and made available in http: //kurata14.bio.kyutech.ac.jp/ProIn-

Fuse/. We are using the dataset with their permission. The final train dataset has

607 positive and 1098 negative 80 samples and the test set contains 134 positive and

156 negative instances. All the peptide sequences have lengths in the range between

5 to 25.
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3.2.3 Anticancer peptides

The second prediction task is to identify anticancer peptides. Anticancer peptides

have recently gained attention due to their increased specificity and less toxic nature

[59]. These are short sequences as well ranging from 10 to 50 amino acids. Com-

putational methods are in use to predict anticancer peptides given their sequences

[[55], [20], [44], [60], [14], [21]]. AntiCP was proposed by Tyagi et al. [20] using

Support Vector Machines and residue composition based features. Hajisharifi et

al. [21] used pseudo-amino acid composition (PseAAC) and local alignment kernel

support vector machines. Later works, also employed several sequences based and

evolutionary features and traditional classification models. In a recent work, Yi et

al. used long short term memory based deep neural networks and proposed ACP-

DL to predict anticancer peptides. The datasets that we have chosen for anticancer

peptides is well used in the literature. This was first proposed in [60] and curated

from CancerPPD database [42] . Both of the training and test datasets are well

balanced and difficult benchmarks for the prediction task[?].

3.3 Feature Description

Several feature representation techniques have been proposed in the literature for

generic protein attribute prediction and particularly for the two tasks that are se-

lected in this paper. Among them are sequence based features [61], gapped k-mers

[62], pseudo-amino acid composition [63] , evolutionary features [64] , structure based

features [[65] , [43]], etc. Also note that a number of feature generators are available

based on these such as PyFeat [19] , iFeature [66], iLearn [15], PseAAC-Builder

[67]. However, recent trends shows the use of deep learning engineered features to

represent proteins as vectors. A number of sequence based, attention models and

transofrmer models have been applied in the field of genomics and proteomics in-

spired from the models in Natural Language Processing domain. Among them are,

ProtVec [68], Progen [69], UDSMProt [70], Bertology [26] , etc. In this paper, we

have used transfer learning [22] and used the embeddings of TAPE [6]. Three dif-

ferent architectures: long short term memory (LSTM) [28], dilated residual network

(ResNet) [46] and transformer [71] and were trained in [6] to learn protein embed-

dings in a semi-supervised fashion for several protein tasks to obtain generalization.

The pre-trained embedding of the model provides a (32, 768) shaped tensor which

is then averaged to get a vector representation of length 768. This vector is then fed

to subsequent padding and reshaping phases to be converted into a 28 × 28 image.

Sample protein images are shown in Figure 3.2.
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Figure 3.2: A sample protein image from proinflammatory peptide dataset shown
using heat map, (a) before normalization and (b) after normalization.

3.4 CNN Architecture

The convolutional neural network architecture used in this paper is inspired from

LeNet-5 [5]. Convolutional neural networks have been proven effective in the com-

puter vision domain as they incorporate ideas that allows noise or distortion due

to scaling or shifting using subsampling, local receiptive fields and shared weights.

The architecture of the Convolutional neural network that is used in ProtConv is

given in figure 3.3.

Figure 3.3: ProtConv Convolutional Neural Network Architecture.

It takes an two dimensional image of shape 28 × 28 as input to the network. It

goes through six consecutive layers of covolutional and sub-sampling layers. All con-

volutional layers use filters of size 3 × 3. Paddings are used to keep the dimensions

same which was not a feature in original LeNet-5 architecture. Also note, we have

added another pair of subsequent layers of convolutional and subsampling layers.

We have used average sampling layer to subsample as done in the original LeNet-5

paper. In our experiments, we have seen that in comparison to average pooling,

max pooling layers quickly overfits the data.

In the three layers of convolutional neural networks, the number of filters used
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were 8,16 and 32. In each case, rectified linear unit (RelU) [38] was used as activation

function. After these layers, the output is flattened and fed to subsequent fully

connected layers. First two layers are comprised of and 64 relU units followed

by a single sigmoid unit layer for binary classification. Total number of trainable

parameters in this network was 51,201. We kept the neural network architecture

simple to avoid overfitting but also capable of discriminating the input image vectors

to solve important prediction tasks. We have used binary cross entropy function as

a loss function in the output layer of the network.

L = − 1

m

m∑
i=1

[y(i)log(ŷ(i)) + (1 − y(i))log(1 − ŷ(i))] (3.1)

To learn the model, ADAM optimization algorithm [13] was used.

However, experiments showed that RMSProp [72] achieves almost similar results

to that of ADAM algorithm. Please note that, one alternative to this architecture

was to use 1D convolutions used traditionally on single dimensional data. Protein

sequences are often converted to a single dimensional vector. However, the method-

ology, we used here tries to capture the spatial properties of the features in a two

dimensional space.

3.5 Performance Evaluation

For both of the problems, we have used extra validation set with removed redun-

dancy from the training set to test the performance of our proposed method. Since

the size of the training sets are not that large, the validation set were kept at least

20% of the training set to avoid any over fitting and loss of generalization. Four

standard metrics have been used: Sensitivity (Sn), Specificity (Sp), Accuracy (Acc)

and Mathew’s Correlation Coefficient (MCC). All these metrics are suitable and

applicable for binary prediction or classification tasks. In a binary prediction task,

true negatives (TN) are samples that are negative in class and also predicted as

negative; true positives (TP) are positive instances that are predicted correctly as

positive; false positive (FP) are negative instances mistakenly predicted as negative

and false positives (FP) are negative instances incorrectly predicted positive by the

predictor. Based on these, the metrics used in this paper are formulated as in the

following equations
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Sn =
TP

TP + FN
(3.2)

Sp =
TN

TN + FP
(3.3)

Acc =
TP + TN

TP + TN + FP + FN
(3.4)

MCC =
(TP × TN) − (FP × FN)√

(TP + FP )(TP + FN)(TN + FP )(TN + FN)
(3.5)

Among these metrics Sn, Sp and Acc have the values in the range [0,1] where, 0 is

the worst classifier and 1 is the best classifier. In case of MCC, it has a best classifier

with value +1 and 0 is a random classifier and -1 denotes the worst classifier. The

range is in [-1,+1].

3.6 Summary

When it comes to biological elements, it is obvious difficult to forecast a situation.

To do this assignment, we began by gathering a good dataset. Then we extracted

features from the dataset and identified the features that were most connected with

the target concerned level. Then we implemented some classification algorithms and

discovered that Support Vector Machine produces the best results.
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Chapter 4

Experimental Analysis

We have performed our experiments in Google colaboratory environment. The mod-

els were all built on Tensor Flow version 1.x using keras library to build convolutional

neural network. We used a batch size of 64 for both of the prediction tasks. In each

case, the independent test set was used only to validate the results. Since we are

using deep neural networks, it is often found that such networks over estimates and

shows high bias. To avoid that, we have used regularization and early stopping.

4.1 Environment Setup

Initially, we used Azure Machine Learning Studio. We employed support vector

machines, two-class locally deep SVMs, K-mers, n-grams, cross fold validation, and

other techniques. Because our data set was so limited, we relied on feature extrac-

tion and feature selection. The process took too long, which was inconvenient for

us, and the outcome was unsatisfactory. Following that, we employed the Keras

library, but the results were unsatisfactory. Following that, we employed ProtConv,

a protein function prediction approach based on a convolutional neural network.We

proposed converting the vector representation of a protein or peptide sequence into

a two-dimensional image using a single channel and feeding it into a convolutional

neural network. In ProtConv, we adopt a simple convlutional neural network archi-

tecture inspired by the Lenet-5 [5]. To transform a protein or peptide sequence to a

vector representation, we used TAPE [6] embeddings and pre-trained models. The

framework is simple, but it can be extended. These proposed feature representations

and network architectures can be replaced by any other feature representation and

network design.
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4.2 Results

We kept our models simple and kept same for both of the prediction tasks. However,

in the case of proinflammatory peptide prediction task, number of epochs were 50

compared to 30 in case of the anticancer peptide prediction task.

Figure 4.1: Plot of accuracy vs number of epochs for training and validation set for
(a) proinflammatory peptides dataset and (b) anticancer peptides dataset.

4.2.1 Convergence Analysis

In each eopch, 500 iterations were made. The history of convergence of both of

the prediction tasks are shown in Figure 4.1. Note that for both of the problems

training set accuracy increases. In case of proinflammatory peptide prediction task

the training set accuracy reaches upto 82% and for the anticancer peptide prediction

task, it reaches upto 97%. However, if we apply early stopping, the best training

set accuracy for these two problems is around 73% and 93.25% respectively.

4.2.2 Comparison to Other Methods

To compare the performance of ProtConv, we have taken state-of-the-art methods

for both of the tasks and compare our results with those. In case of proinflammatory

peptide prediction task, we have used ProInflamm [2] and PIP-EL [3]. Results on the

independent test set in terms of sensitivity, specificity, accuracy and MCC are given

in Table 4.1 Bold faced values in the table are showin the better values. We could

see that ProtConv is producing better or improved metrics in terms of sensitivity,

accuracy and MCC. However, the specificity of PIP-EL [3] is better than ProtConv.
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Figure 4.2: ROC curve of anticancer peptides (left) and proinflamatory cytokins
(right) repectively.

Method Sn Sp Acc MCC
ProInflam 0.666 0.596 0.628 0.264
PIP-EL 0.542 0.741 0.649 0.299

ProtConv 0.686 0.647 0.665 0.333

Table 4.1: Results Comparison on Independent dataset of Proinflamatory cytokins
prediction problem.

In case of anticancer peptides task, we have used ACP-DL [55] for comparison.

We have not used other methods since this is a latest method providing state-of-

the-art results using deep neural networks. In the case of proinflammatory peptide

prediction task, we could not find any deep learning or deep neural network based

approaches in the literature. The results for anticancer prediction task are given in

Table 4.2

Method Sn Sp Acc MCC
ACP-DL 0.890 0.804 0.847 0.670
ProtConv 0.890 0.817 0.853 0.709

Table 4.2: Results Comparison on Independent dataset of Anticancer peptide
prediction problem.

Here again, bold faced values are showing the better values. We could notice that

performance of ProtConv is significantly improved or similar to the performances of

ACP-DL.
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4.2.3 ROC Analysis

One of the important metric for performance analysis of classifiers is the area under

receiver operating characteristic which is independent of the threshold chosen by

the classifiers for decision making. In Figure 4.2, we show the receiver operating

characteristic curves of the both of the problems to show the nature of the classifiers

on each of the datasets.

4.2.4 Other Classifiers

Previously we have used some traditional machine learning methods such as Support

Vector Machine, decision tree, logistic regression, bayes point and neural network.

Unfortunately we didn’t get the satisfactory result. So we have used Tape in our

data set. Here is the comparison of the results with traditional methods.

Methods Accuracy
Decision Tree 80%

Logistic Regression 85%
Bayes point 87%

Neural Network 85%
ProtConv 89%

Table 4.3: Results Comparison between traditional machine learning methods with
ProtConv

Here, we have got the best result for ProtConv compared to other traditional

machine learning model.

4.3 Discussion

In this paper, we have presented ProtConv a convolutional neural network based

approach for protein fucntion prediction task. Here, the protein sequence is first

converted into a two dimensional image from a vector representation. Note that,

the vector representation can be from any sources. ProtConv uses TAPE based en-

codings from a pre-trained model. However, it is possible to incorporate any feature

representation technique for the vector represention. Note that, after the conversion

into image, it is also possible to apply sophisticated methods like wavelet transform

or Hilbert transforms to improve the representation. However, the purpose of this

paper is to keep the settings simplest to show the hypothesis is working. We see

that for both of this prediction tasks the proposed model is providing satisfactory
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results.

Note that, there are scope of improvement in the methodology proposed here. Using

evolutionary information helps to improve the performance of the prediction tasks.

However, attention models have shown to achieve similar performances to evolution-

ary approaches in recent times [26]. We have used the TAPE encoding without any

kind of fine-tuning. In case of deep learning, there exists a large number of hyper

parameters and all of these are subject to optimization. Thus, there are a lot of

scope of improvement of our proposed model. Our goal here was to show that the

hypothesis of converting the vector representation of a protein sequence into two

dimensional image and using a convolutional neural network architecture can solve

prediction tasks with satisfactory results. We have demonstrated the effectiveness

on two standard prediction tasks. We believe it is possible to extend this method

beyond these initial setup and apply it to other prediction tasks on proteins and

other sequence types.
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Chapter 5

Conclusion

This chapter presents an overall summary of the work followed by the limitations

and possible future work from this work.

5.1 Summary

In this thesis, we have presented ProtConv a convolutional neural network based

approach for protein fucntion prediction task. Here, the protein sequence is first

converted into a two dimensional image from a vector representation. Note that,

the vector representation can be from any sources. ProtConv uses TAPE based en-

codings from a pre-trained model. However, it is possible to incorporate any feature

representation technique for the vector represention. Note that, after the conversion

into image, it is also possible to apply sophisticated methods like wavelet transform

or Hilbert transforms to improve the representation. However, the purpose of this

paper is to keep the settings simplest to show the hypothesis is working. We see that

for both of this prediction tasks the proposed model is providing satisfactory results.

Note that, there are scope of improvement in the methodology proposed here. Using

evolutionary information helps to improve the performance of the prediction tasks.

However, attention models have shown to achieve similar performances to evolution-

ary approaches in recent times [26]. We have used the TAPE encoding without any

kind of fine-tuning. In case of deep learning, there exists a large number of hyper

parameters and all of these are subject to optimization. Thus, there are a lot of

scope of improvement of our proposed model.
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5.2 Limitation

The lack of a large dataset is a key obstacle in this case. However, There have

been a number approaches to integrating transfer learning from pre-trained mod-

els with generic prediction challenges. Our experimens were limited to using only

two problems and a simple CNN architecture. The hypothesis required more ex-

ploration on other datasets and various types of architectures to be generalized. In

addition to this exploratory and explanatory studies could have been performed on

the methodology to show the pros and cons of this feature representation technqiue.

5.3 Future Work

There are scope of improvement in the methodology proposed here. The use of

evolutionary information aids in the improvement of prediction task performance.

In recent years, however, attention models have proved to perform similarly to evo-

lutionary techniques [26]. We didn’t do any fine-tuning with the TAPE encoding.

There are a vast number of hyper parameters in deep learning, all of which are

subject to optimization. As a result, our proposed model has a lot of scope for

improvement. The purpose of this study was to demonstrate that the hypothesis

of transforming a protein sequence’s vector representation into a two-dimensional

image and using a convolutional neural network architecture to solve prediction

challenges successfully. On two standard prediction tasks, we have shown that it is

effective. We believe that this method can be extended beyond these initial setups

and used to do various protein and sequence type prediction tasks.
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